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The aim of the project is to give awareness to self-driving
cars regarding their surroundings using an image-based
approach.
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Description:

» Using pair of colour cameras

» Simultaneous recognition and detection of objects In
Images: instance segmentation

0 Pixel-wise semantic segmentation + disparity map
> LOcaI|Sat|On Of eaCh instance W.TI.t the ego_veh|cle RGB Convolution + Batch Normalisation + ReLU (CBNR layer) [ Pooling [ Unpooling | Segmen-
T Image | Additional CBNR layers for “VGG19” version, not present for “VGG16” Softmax tation
: : Fig. 1 - Architecture of the SegNet network, with depth variation. Adapted from [1].
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> Improve segmentation and detection rate Method: > Convolutional Encoder-Decoder architecture: SegNet
o Differentiate overlapping instances " » Modification of the encoder depth: VGG16 > VGG19

Data, Classes and Training:

» Binary classification: Vehicle detector

» 11 classes of Interest for autonomous
driving applications considered

» Class balancing to reduce biases

» Pre-trained on ImageNet dataset
» CamVid, KITTI and Cityscapes

Adding more layers to a network, and creating
more complex architectures allow the network
to extract more complex features. However,
the addition of parameters also poses a
greater risk of overfitting the data and
therefore not able to generalise on unseen

Images.
Fig. 2 — From left to right: original image, its corresponding ground truth, the segmentation prediction
from SegNet whose encoder is initialised with VGG16, and the one initialised with VGG19. Prelimi nary resu Its*
| - | » Overall accuracy increase: + 2%
ranedon Encoder Global ~ Mean Vean lol Weight ~ Mean BF Class Accuracy Class loU Class BF score 5 Enhancement of the contour definition (BF
Accuracy  Accuracy loU score Vehicle  Other Vehicle  Other Vehicle  Other

KITTI 16 028 86 708 83 473 788 944 523 89. 70 633 score): up to + 16%

CamVid 16 29 901 718 89 495 8.6 937 540 896 295 657 » Increase If the number of correctly classified
Cityscapes 16 076 95 86 927 721 974 977 790 943 625 800 pixels (loU): up to + 8%

K 19 945 860 744 815 496 753 967 577 910 313 635 » The gain Iin boundary accuracy Is higher
CamVid 19 959 879 790 896 582 777 980 656 924 025 699 when the model is trained on a larger
Cityscapes 19 985 955 904 940 807 918 993 858 950 87 824 dataset.

Table 1 — Quantitative comparison between SegNet’s encoder initialised with VGG16
and VGG19. Trained and tested on different datasets for a binary classification.

What’s next?

» Better boundary prediction = Fewer outliers in the disparity map per class

» Clustering methods will be used to identify each vehicle’s instance and
estimate its position relative to the ego-venhicle.
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[1] Badrinarayanan, V., Kendall, A., & Cipolla, R. (2017). SegNet: A Deep Convolutional Encoder- - -
Decoder Architecture for Image Segmentation. IEEE Transactions on Pattern Analysis and Fig. 3 — Left: disparity map, Right: disparity map for the vehicle class.
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